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Chapter 5 Confidence Interval, t Distribution 

 

 X bar and X has different Z standardization because X bar use standard error (divided 

by square root of n) but not for X. 

 
 Predictive interval calculated using the SD and Confidence interval calculated using 

the Standard error. Z value is x bar – miu divided by standard error of x bar. To calculate 

z-score and compare with 95 confidence interval or using mean +- 2se. 

 
 Why there is question in the additional exercise that predictive interval that calculated 

using standard error? 

 The null hypothesis rejected if the z value is out of range -1.96 < z < 1.96.  

 Statistical Inference: The i.i.d. sampling each of the following is true except E(Y) < 

E(Y) 

 Confidence Interval (Q5 2013) 

 

 
 

 Z critical values 

 

 
 

 95% Confidence Interval of Coefficient Variables (Beta) is = Beta – 1.96 x se, Beta + 

1.96 x se. 

 The probabilities calculated from the interval, getting higher if n is higher. On the other 

hand, the sigma larger, probability lower.  
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 If you want to see the result, just plug in any number in the model and compare 2 results. 

However, there are many other factors that affect dependent variables. Note that predictive 

interval is really big (look at the estimate of the variance of residuals (3865666562.7)/207.  

 Unit of measurement influence beta, let say convert 1 to 1000 UoM, then Beta x 1000.  

 Interpret the p-values. People seemed very confused at the tutorial in respect to p-values. 

You only have to compare them to significance levels:  

 

90% confidence  95% confidence  99% confidence  

α = .10  α = .05  α = .01  

 

So if you are testing at a 90% confidence, you have a significance level α = .10. To test the 

null hypothesis at level α, we reject if the p-value is less than α. So in our example, p-value 

= .09 therefore I do not reject at 5% nor 1%. However .09 < .10 so I marginally reject the 

null at 10%. p-value that is zero to at least four decimal places. 

 In order to know how many samples needed for the research, we need to calculate this way 

 
 Read Stats output  

 
 

α: If the return on equity is zero, roe=0, then the predicted salary is the intercept, 

963.191 which equals $963,191 since salary is measured in thousands. β: If the return 

on equity increases by one percentage point, then the salary is predicted to change by 

about 18.50 or $18,501.  
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 Important logic for the interval 

 
 

 Two sided or one sided is matter. More or less is one sided, In between is two sided, does 

not equal is two sided (absolute value) 

 
 

 Look for this table to calculate t value if n is small. Get information of n and also confidence 

interval.  

 

 
 

 

Chapter 6 Ordinary Least Square 

 

 Obtain beta from the manual calculation is slope = covariance XY / variance X 

 The OLS estimator is biased if the omitted variable is correlated with the included 

variable. Because then the omitted variable will be absorbed by error.  
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 Degree of freedom, k calculated from the number of available variables (Beta) in the 

model. 

 
 

Chapter 7 Simple Linear Regression, Plugin Prediction 

 

 Fitted Value vs Error 

 
 

 
 

 

 

Chapter 8 Simple Linear Regression Fits Residual R Square 

 

 
 

 
 

Chapter 9-10 Multiple Regression 

 

 The error is independent (zero conditional mean assumption). We need error is 

independent. This is important for unbiasedness, to check causality or not. Umbrellas vs 

Rain. There is related but no causality. In finance, there is causality. 

 Goodness of fit (R Square) should not depend on the units of measurement  

 Understand the relationship between variables with negative or positive coefficient. 

 Concern about a large ceteris paribus difference in independent variables – measures if it 

almost two and one-half standard deviations – is needed to obtain a predicted difference in 

dependent variables or a half a point. 

 The variables having negative values cannot be converted to logarithm like profits.  



Summary copyright by Irka  

 How to measure percentage increase in explanation of additional variables by percentages? by 

just looking at the coefficient from regression.  

 Learning how to construct model 

 The more efficient model can be tested by comparing variance number, lower variance is 

more efficient. A more efficient estimator has a smaller variance 

 The sample correlation between log (mktval) and profits is about .78, which is fairly high. As 

we know, this causes no bias in the OLS estimators, although it can cause their variances to be 

large. Given the fairly substantial correlation between market value and firm profits, it is not 

too surprising that the latter adds nothing to explaining CEO salaries. Also, profits is a short 

term measure of how the firm is doing while mktval is based on past, current, and expected 

future profitability. Do multicollinearity issue exist? 

 To see the variables explain or not, test using the coefficient that is small or big and how many 

percentages explaining dependant variables. Compare this coefficient how many change in 

particular variables can change the dependent variables. Look at the r square to compare with 

how many percentage all variables explaining dependent one.  
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 Hypothesis Testing 

 

 
 
(e) With df = 706 – 4 = 702, we use the standard normal critical value, which is 1.96 for 

a two-tailed test at the 5% level. Now teduc = 11.13/5.88 1.89, so |teduc| = 1.89 < 

1.96, and we fail to reject 𝐻0: 𝛽𝑒𝑑𝑢𝑐 = 0 at the 5% level. Also, 𝑡𝑎𝑔𝑒 ≈ 1.52, so age is also. 

Statistically insignificant at the 5% level. 𝑡𝑡𝑜𝑡𝑤𝑟𝑘 = −.1483 / .0166 ≈ −8.88, because its absolute 

value is larger than 1.96, therefore totwrk is statistically significant. Failed to rejects means 

insignificant? 

 

 If we get the R square low, we need to think other variables that might influence the dependent 

variables.  

 F test formula, n is the number of observation, q is the number of tested joint variables (2) and 

k is the number of variables (3):  

 

 
 

 We need to compute the R-squared form of the F statistic for joint significance. But 

F = [(.113 .103)/(1 .113)](702/2) 3.96. The 5% critical value in the F(2,702) 

distribution with denominator df = has a critical value = 3.00. Therefore, educ and age 

are jointly significant at the 5% level (3.96 > 3.00). In fact, the p-value is about .019 (0.019 is 

the total p value of the joint variables), and so educ and age are jointly significant at the 2% 

level.  

 Compare after and before omit variables for f test for the coefficients in the model. 

 The standard t and F statistics that we used assume homoscedasticity, in addition to the other 

CLM assumptions. If there is heteroscedasticity in the equation, the tests are no longer valid. 

Heteroscedasticity tested using the scatter plot. Normal distribution tested using histogram. 

 There is no reason to remove any of the explanatory variables from this model. These 

variables are individually significant, jointly significant (the p-value of the F-test is zero), 

high correlation between explanatory variables does not seem to be an issue, etc.  

 All of the explanatory variables are statistically significant at the 5% level of significance 

(including the constant).  

 This is how to calculate R square manually by not looking at Stata result. 
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 Exam Q 

 
 

 

 Only (ii), omitting an important variable, can cause bias, and this is true only when the omitted 

variable is correlated with the included explanatory variables. The homoskedasticity 

assumption, played no role in showing that the OLS estimators are unbiased. 

(Homoskedasticity was used to obtain the usual variance formulas for the ˆj b.) Further, the 

degree of collinearity between the explanatory variables in the sample, even if it is reflected in 

a correlation as high as .95, does not affect the Gauss-Markov assumptions. Only if there is a 

perfect linear relationship among two or more explanatory the corresponding assumption is 

violated. 

 Testing one variable by omitting another variable if the magnitude of simple linear regression 

for independent variables larger than the multiple regression. 

 When to use one tailed when to use two tail?, Check again how to calculate standard error.  

 The intercept unit of measurement follow the y head unit of measurement. Unit of slope is the 

unit of y head per unit of slope itself that is mentioned in the model.  

 One tailed formula 

 


